The proximity of visual landmarks impacts reaching performance
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Abstract—The control of goal-directed reaching movements is thought to rely upon egocentric visual information derived from the visuomotor networks of the dorsal visual pathway. However, recent research (Krigolson and Heath, 2004) suggests it is also possible to make allocentric comparisons between a visual background and a target object to facilitate reaching accuracy. Here we sought to determine if the effectiveness of these allocentric comparisons is reduced as distance between a visual background and a target object increases. To accomplish this, participants completed memory-guided reaching movements to targets presented in an otherwise empty visual background or positioned within a proximal, medial, or distal visual background. Our results indicated that the availability of a proximal or medial visual background reduced endpoint variability relative to reaches made without a visual background. Interestingly, we found that endpoint variability was not reduced when participants reached to targets framed within a distal visual background. Such findings suggest that allocentric visual information is used to facilitate reaching performance; however, the fidelity by which such cues are used appears linked to the proximity of veridical target location. Importantly, these data also suggest that information from both the dorsal and ventral visual streams can be integrated to facilitate the online control of reaching movements.
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INTRODUCTION

The processing of visual information appears to be dissociable into two distinct visual streams: a dorsal visual stream dedicated to the control of goal-directed reaching movements and a ventral visual stream tasked primarily with perceptual identification (Goodale, 2005; Goodale and Milner, 1992; Goodale and Westwood, 1994).
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The role of the dorsal visual stream in motor control is readily apparent when vision of the movement environment is available. In these instances, it is generally thought that goal-directed actions are mediated using egocentric visual information derived from the dorsal visual stream. In particular, a growing body of imaging, lesion, and trans-cranial magnetic stimulation studies suggest that the dorsal visual stream (specifically posterior parietal cortex) plays an important role in the online control of movement (i.e. Desmurget et al., 1999, 2001; Grea et al., 2002; Pisella et al., 2000). However, when vision of the movement environment is not available (i.e. reaches made to a remembered target object), it is believed that allocentric visual information derived from the ventral visual stream is used to organize and execute reaching movements (Goodale and Humphrey, 1998; Heath et al., 2004a; Hu and Goodale, 2000; Westwood et al., 2003). With that said, there is also experimental evidence which suggests that the dorsal visual stream also plays a role in the planning of memory-guided reaching movements. For instance, Grandt and Andersen (1987) observed activity in the lateral bank of the intraparietal cortex in a Rhesus monkey related to the planning of memory-guided movements.

Although a large number of studies have examined the two visual streams independently, a growing body of evidence suggests that egocentric and allocentric visual information can be used in conjunction to facilitate the planning, execution, and online control of reaching movements. Seminal work by Conti and Beaubaton (1980) and Velay and Beaubaton (1986) first examined this issue in two studies wherein participants reached to targets that were presented in isolation or were embedded within a grid-like pattern. The results of these experiments indicated that endpoint error was reduced on trials when the grid-like pattern was visible. Furthermore, Velay and Beaubaton manipulated the availability of the visual background so that it was: (a) continuously visible throughout a reaching movement; (b) visible only at movement onset; and (c) not visible at all. Interestingly, Velay and Beaubaton's results demonstrated that reaches were more accurate on trials when the visual background was available during the movement. This result suggested that availability of the visual background primarily facilitated online control mechanisms as opposed to movement planning processes. Thus, the work of Beaubaton and colleagues provided evidence that allocentric visual information (i.e. background and target comparisons) is used in combination with egocentric visual information to facilitate reaching accuracy. Furthermore, these data also suggest that the allocentric visual information provided by the availability of a visual background primarily impacts the online control phase of goal-directed actions (as opposed to movement planning and/or the ballistic phase of a reaching movement, Coello and Greally, 1997; Proteau and Masson, 1997, but see Obhi and Goodale, 2005).

The impact of a visual background on reaching accuracy has also been examined when vision of the target is not available (i.e. memory-guided conditions). Indeed, it appears that the availability of perceived (Carrozzo et al., 2002) or physical landmarks (Barry et al., 1997; Krigolson and Heath, 2004; Lemay et al., 2004;
Obhi and Goodale, 2005; Sheth and Shimojo, 2004) facilitates reaching accuracy to remembered targets. For example, Krigolson and Heath recently examined the impact of a visual background on the planning and control of visually guided and memory-guided reaches. In this experiment, participants reached to a target that was either visible at all times, occluded at movement onset (an open-loop condition), or was occluded 0 or 1000 ms before a movement initiation cue (memory-guided conditions). On one-half of the experimental trials, the target was framed with a visual background; for the remaining trials, the target was presented in isolation. The results of this experiment indicated that endpoints were more accurate and less variable when a visual background was available, independent of visual condition. Furthermore, the results also suggested that when the visual background was available participants engaged online movement control mechanisms to a greater extent than when the visual background was not available. As mentioned above, it is worth noting that there is evidence suggesting that the availability of a visual background also facilitates movement planning processes by stabilizing the target location (Obhi and Goodale, 2005). In sum, the results of the aforementioned studies suggest that when vision of a target is removed, additional allocentric visual information (i.e. a visual background) can be used to facilitate reaching accuracy.

It seems a reasonable assumption that in most manual reaching paradigms there are some extraneous visual cues that could provide a basis for allocentric comparisons. For instance, in studies where only vision of the movement target is occluded, the edge of a computer monitor or table could in theory provide a valid reference point for framing the remembered target location. However, it seems plausible that the allocentric comparisons used to facilitate memory-dependent reaches may only be effective if the visual landmarks used to make the comparison are in close proximity to the remembered location of the target object. As such, an unresolved question relates to whether or not the displacement (i.e. the linear distance) between the object comprising the visual background and the remembered target location impacts the effectiveness, or degree, by which allocentric comparisons are used to support reaching control in memory-dependent conditions. In the present study we addressed this question by having participants perform reaching movements in four memory-dependent conditions (see below) to a target that was either presented in isolation or framed within a proximal, medial, or distal visual background. Importantly, this manipulation varied the displacement of the visual background from the remembered target location. In line with previous research (i.e. Krigolson and Heath, 2004), we hypothesized that a visual background would enhance movement accuracy and stability relative to a situation wherein a target object is presented in an otherwise neutral or empty visual background. However, we also predicted that increased displacement between a visual background cue and a remembered target would result in a decrease in endpoint accuracy and an increase in endpoint variability (i.e. reaches made in the distal visual background condition would be less accurate and more variable than reaches made in the proximal visual background condition).
METHODS

Participants

Fourteen volunteers (18–30 years of age) from the University of Saskatchewan community volunteered to participate in this study. Participants had normal or corrected-to-normal vision and were right-handed by self-report. Informed consent was obtained in accordance with the University of Saskatchewan Advisory Committee on Ethics.

Apparatus

Participants sat 50 cm in front of an inclined surface and completed goal-directed reaching movements in the transverse axis (moving from left to right). The inclined surface was constructed of a translucent plastic to allow a computer data projector (NEC VT-465) to back project visual stimuli onto the reaching surface. All experimental stimuli were presented using EPrime software (PST Inc., version 1.1). Reaching movements were executed from a common home position (a 1 cm diameter red circle, 1.2° of visual angle) presented level with the participants' midline and 17 cm to the left of centre. Participants began each trial by depressing a microswitch located at the home position. Reaches were made to two targets located 32 and 35 cm to the right of the home position along the midline transverse axis in four visual conditions (see below). In addition, on some trials four green circles (1 cm diameter, 1.2° of visual angle) were presented in a 6 cm by 6 cm (6.8° of visual angle), 9 cm by 9 cm (10.2° of visual angle), or a 12 cm by 12 cm (13.5° of visual angle) square around the target thus providing participants with a structured visual background (see Fig. 1 for more detail). The presentation and timing of visual information was yoked to a microswitch mounted at the home position. Participants were instructed to keep their eyes on the target location at all times. As we had no reason to believe that there would be eye movement differences associated with the different experimental conditions (see Note 1), we did not record eye movements with tracking equipment in the present experiment. Finally, the experiment was performed in a darkened room to remove extraneous allocentric visual cues.

Procedure

Participants were instructed to complete discrete reaching movements ‘as quickly and accurately as possible’ to the illuminated red target in response to an auditory movement initiation cue. Experimental trials were differentiated into four visual conditions in order to gauge the impact of visual background-remembered target comparisons across an increasing series of memory delays. Within each visual condition, experimental trials were further differentiated into four background displacement conditions and two target displacement conditions. All visual conditions began with a two-second preview period in which the start position, target, and visual
Figure 1. Diagram of visual stimuli. Note that while the midline is pictured for orientation purposes, it was not visible on the aiming surface.

background (when available) were visible. The first visual condition was an open-loop (OL) condition where an auditory initiation cue was presented immediately following the preview phase. In this condition, vision of the target was occluded as soon as participants initiated their reach (i.e. pressure was released from the home position microswitch). Participants also completed reaches in delay conditions of 0, 1000 and 2000 ms (i.e. D0, D1000 and D2000). In the delay conditions, vision of the target was removed immediately following the preview phase, with the auditory initiation tone sounding following a delay of either 0, 1000 or 2000 ms. In all of these conditions, participants retained vision of the reaching environment and their finger throughout the reaching movement.

To assess whether different background displacements impacted reaching accuracy to remembered target locations there were four background conditions factorially arranged within each of the four vision conditions. In the first background condition, no-visual background (NVB), the target was presented against an otherwise empty visual environment. Importantly, in the NVB condition there were no extraneous visual landmarks in the reaching environment thus participants were not able to make additional allocentric comparisons to facilitate reaching accuracy. As such, the NVB condition provided a viable comparison condition for gauging the impact of a visual background on reaching accuracy. In the other three background conditions (proximal, middle, distal), the target was centrally presented within a square of 1 cm diameter green circles during the preview phase (see above). In these conditions participants were able to make allocentric comparisons between the visual background and the remembered target location to facilitate reaching accuracy. In all background conditions, the background circles remained visible throughout the
reaching movement. Knowledge of results was not explicitly provided to participants; however, participants were able to evaluate their terminal accuracy relative to the visual background when available. Visual (4) and background (4) conditions were organized into 16 randomly ordered trial blocks, with target displacement (2) presented an equal number of times in a pseudo-random fashion. Participants completed 8 reaches in each of these conditions, yielding a total of 256 trials in the present experiment.

**Data collection and reduction**

A single infra-red emitting diode was affixed to the end of a finger clip worn by participants in order to attain positional information throughout the reaching movement. The position of the infra-red emitting diode was sampled at 250 Hz for 2 s following the auditory initiation tone using a Visualeyeze 4000 (Phoenix Technologies Inc., Burnaby, British Columbia, Canada). After data collection, the raw displacement data were filtered with a second-order dual-pass Butterworth filter using a low-pass cut-off frequency of 15 Hz (cf. Krigolson and Heath, 2004; Winter and Patla, 1997) (see Note 2). Next, we determined instantaneous velocities by differentiating the displacement values using a two-point central finite difference algorithm. Subsequently, we obtained instantaneous acceleration values by differentiating the instantaneous velocity data. Movement onset was identified as the first frame of 10 consecutive frames (50 ms) in which velocity exceeded 50 mm/s. Movement offset was identified as the first frame of 10 consecutive frames (50 ms) in which velocity was less than 50 mm/s.

Dependent variables in the present study included: reaction time (time between the auditory initiation cue and movement onset); movement time (time between movement onset and offset); constant error in the primary (error to the left or right of the target); and secondary (error above or below the target) movement directions and their associated variable error values (i.e. within-participant standard deviation), and peak velocity (maximum resultant velocity between movement onset and offset). We also employed two analysis techniques to examine the use of online control strategies in the different visual and background conditions. Previous research suggests that the proportion of movement time spent after peak velocity is indicative of online motor control — the greater the proportion of movement time spent after peak velocity the greater the use of online control processes (cf. Khan et al., 2002). As such, in the present study we computed the proportional time spent after peak velocity for each experimental condition. We also employed a regression analysis to determine the proportion of endpoint variance ($R^2$) explained by the spatial position of the limb (primary and secondary movement directions) at 25%, 50% and 75% of the reaching trajectory (e.g. Binsted and Heath, 2004; Elliott et al., 1999; Heath, 2005; Heath et al., 2004a; Krigolson and Heath, 2004). The logic behind this technique is that, if participants are engaged in online, feedback-based control, then $R^2$ values at this point in the reaching trajectory will be lower than if the reaching movement was primarily specified in advance of movement onset. By
comparing the $R^2$ values for the visual background conditions at 25%, 50% and 75% of the reaching trajectory we sought to determine whether the presence of the visual background facilitated online movement control. Note that we only utilised this analysis in the primary movement direction as in the secondary movement direction we would anticipate high $R^2$ values both early and late in the reaching trajectory.

All omnibus tests were interpreted using an alpha level of 0.05. Significant effects/interactions requiring post-hoc examination were subjected to simple effects analyses and a Bonferroni correction for multiple comparisons (alpha < 0.05). Lowest bound corrections where applied when necessary for violations of the assumption of sphericity. To assist with the interpretation of effect size, partial eta squared ($\eta$) or Cohen’s $d$ values are reported. Note that all standard deviation statistics were calculated using the within subjects specifications (see Loftus and Masson, 1994).

**RESULTS**

**Performance measures**

To examine the effects the visual conditions, background conditions, and target displacements (and the possible interactions) on reaction time, movement time, constant error, and variable error we submitted these data each to a 4 (visual condition: OL, D0, D1000, D2000) by 4 (background condition: NVB, PVB, MVB, DVB) by 2 (target displacement: near, far) fully repeated-measures ANOVAs.

The examination of reaction time yielded an effect for visual condition, $F(3, 39) = 8.20$, $p < 0.001$ [$\eta = 0.39$], such that OL (227 ms [SD 34]) and D0 (221 ms [SD 34]) reaches elicited shorter reaction times than D1000 (267 ms [SD 34]) and D2000 reaches (267 ms [SD 34]) ($p < 0.05$). The movement time analysis revealed main effects for visual condition, $F(3, 39) = 9.34$, $p < 0.001$ [$\eta = 0.42$], and target displacement, $F(1, 13) = 27.89$, $p < 0.001$ [$\eta = 0.68$]. The effect of visual condition indicated that movement time was shorter for OL reaches than for D0, D1000 and D2000 reaches which did not differ ($p < 0.05$) (see Fig. 2, middle panel). The effect for target displacement indicated than movement time increased with increasing target eccentricity (486 ms [SD 10] versus 498 ms [SD 10]).

In the primary movement direction the analysis of constant error yielded a main effect for visual condition, $F(3, 39) = 4.52$, $p < 0.01$ [$\eta = 0.42$]; OL reaches were more accurate than D0, D1000 and D2000 reaches ($p < 0.05$) (see Fig. 2, middle panel). The analysis of constant error in the secondary movement direction revealed a main effect for target displacement, $F(1, 13) = 110.32$, $p < 0.001$ [$\eta = 0.89$], indicating reaches to the near target yielded greater upward bias at movement end than reaches to the far target (15 mm [SD 13] versus $-4$ mm [SD 13]). Note that for constant error there was no visual condition by background condition interaction in either movement direction (primary: $F(9, 117) = 1.09$, $p > 0.05$ [$\eta = 0.08$]; secondary: $F(9, 117) = 2.00$, $p > 0.05$ [$\eta = 0.13$]).
Figure 2. Movement time (ms: top panel), constant error in the primary movement direction (mm: middle panel) and peak velocity (mm/s: bottom panel) as a function of visual condition. Error bars represent within-participant standard deviations.
Analysis of variable error in the primary movement direction revealed a main effect for background condition, $F(3, 39) = 4.73, p < 0.01$ [$\eta = 0.27$]. Reaches made in the PVB and MVB conditions were less variable than reaches made in the NVB and DVB conditions ($p < 0.05$) (see Figs 3 and 4). Given our \textit{a priori} hypothesis predicting an increase in variable error in relation to increasing background displacement, we also statistically compared variable error for the PVB and MVB conditions directly. Interestingly, this analysis revealed that variable error was statistically equivalent between these two conditions, $t(14) = 0.67, p > 0.05$ [$d = 0.37$]. The analysis of variable error in the secondary movement analysis indicated a main effect for background condition mirroring the effect just described (i.e. for the primary movement direction), $F(3, 39) = 4.74, p < 0.01$ [$\eta = 0.27$]; PVB and MVB reaches were found to exhibit less endpoint variability than NVB and DVB reaches ($p < 0.05$) (see Figs 3 and 4). Again, we directly compared the PVB and MVB conditions using a paired samples $t$-test. As with variable error in the primary direction, this analysis indicated that variable error in the secondary direction did not differ between the PVB and MVB conditions, $t(13) = 0.86, p > 0.05$ [$d = 0.48$]. As with constant error, variable error did not exhibit a visual by background condition interaction in either movement direction (primary: $F(9, 117) = 2.40, p > 0.05$ [$\eta = 0.17$]; secondary: $F(9, 117) = 0.53, p > 0.05$ [$\eta = 0.04$]).

\textit{Kinematic measures}

To gauge the effects and interactions of the visual conditions, the background conditions, and the target displacement conditions, we analyzed both peak velocity and the proportion of movement time spent following peak velocity using a 4 (visual condition: OL, D0, D1000, D2000) by 4 (background condition: NVB, PVB, MVB, DVB) by 2 (target displacement: near, far) full-repeated measures ANOVA.

Analysis of peak velocity revealed main effects for visual condition, $F(3, 39) = 8.69, p < 0.001$ [$\eta = 0.40$], and target displacement, $F(1, 13) = 60.49, p < 0.001$ [$\eta = 0.82$]. Peak velocities for OL trials were greater than D0, D1000 and D2000 trials (see Fig. 2, bottom panel). The effect for target displacement indicated peak velocity increased in relation to increasing target displacement (1920 mm/s [SD 121] \textit{versus} 2092 mm/s [SD 121]). Analysis of the proportion of movement time spent following peak velocity indicated main effects for visual condition, $F(3, 39) = 10.40, p < 0.001$ [$\eta = 0.44$], and target displacement, $F(1, 13) = 11.64, p < 0.01$ [$\eta = 0.47$]. Specifically, the proportion of movement time spent following peak velocity was less for OL (0.43 [SD 0.03]) as opposed to D0 (0.49 [SD 0.03]), D1000 (0.49 [SD 0.03]) and D2000 (0.49 [SD 0.03]) reaches ($p < 0.05$). The proportion of movement time spent following peak velocity was also found to decrease with increased target displacement (0.49 [SD 0.02] \textit{versus} 0.46 [SD 0.02]).
Figure 3. Top panel: Individual mean endpoint position in the primary and secondary movement axes for each background condition. Error bars represent the individual variable error values (within participant standard deviations) in each movement axis (mm). Bottom panel: Mean endpoint position (mm) in the primary and secondary movement axes as function of background condition. Error bars represent the mean variable error values (within participant standard deviations) in each movement axis (mm).
**Figure 4.** Variable error (mm) in the primary and secondary movement directions as a function of background condition. Error bars represent the within-participant standard deviations.

### Proportion of explained endpoint variance

This analysis examined the proportion of variance ($R^2$) in movement endpoints explained by the position of the limb at 10% increments across the reaching trajectory. Accordingly, $R^2$ values in the primary movement direction were subjected to a 9 (limb position: 10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, 90%) by 4 (visual condition: OL, D0, D1000, D2000) by 4 (background condition: NVB, PVB, MVB, DVB) by 2 (target displacement: near, far) fully repeated-measures ANOVA. The results of this analysis indicated a main effect for limb position, $F(8, 104) = 241.26, p < 0.001 [\eta^2 = 0.92]$, and a limb position by background condition interaction, $F(24, 312) = 1.60, p < 0.05 [\eta^2 = 0.12]$. In general we found that $R^2$ values increased as a function of limb position and that background conditions did not differ from 10% to 70% of reaching time ($p > 0.05$), and at 90% of the reaching trajectory. However, at 80% of the reaching trajectory we found that NVB and DVB reaches had greater $R^2$ values than PVB and MVB reaches ($F(3, 39) = 4.43, p < 0.01 [\eta^2 = 0.26]$) (see Fig. 5, top panel). In order to further determine when the $R^2$ values differed, we also conducted separate post-hoc analyses of $R^2$ values at 75% and 85% of the reaching trajectory. Both of these analyses mirrored the results at 80%, $R^2$ values for PVB and MVB reaches were less than those for NVB and DVB reaches at 75% ($F(3, 39) = 2.76, p < 0.05 [\eta^2 = 0.18]$) and at 85% ($F(3, 39) = 4.41, p < 0.01 [\eta^2 = 0.25]$) of the reaching trajectory. Therefore, our results indicate that between 75% and 85% of the reaching trajectory PVB and MVB reaches exhibited lower $R^2$ values than DVB.
Figure 5. Top panel: Proportion of endpoint variance ($R^2$) explained by limb position at 10% increments of the reaching trajectory in the primary movement direction. Error bars represent the within-participant standard deviations. Bottom panel: Markers for the proportion of endpoint variance ($R^2$) explained by limb position at 10% increments of the reaching trajectory in the primary movement direction fitted with third-order polynomials.
Table 1.
Equations for the third-order polynomials fit to the incremental trajectory markers for the NVB, PVB, MVB and DVB conditions

<table>
<thead>
<tr>
<th>Condition</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>NVB</td>
<td>[ y = 0.0044x^3 - 0.0446x^2 + 0.1365x + 0.0449 ]</td>
</tr>
<tr>
<td>PVB</td>
<td>[ y = 0.0047x^3 - 0.0479x^2 + 0.1334x + 0.0854 ]</td>
</tr>
<tr>
<td>MVB</td>
<td>[ y = 0.0048x^3 - 0.0506x^2 + 0.1503x + 0.0639 ]</td>
</tr>
<tr>
<td>DVB</td>
<td>[ y = 0.0045x^3 - 0.0448x^2 + 0.1277x + 0.0782 ]</td>
</tr>
</tbody>
</table>

and NVB reaches. Finally, the conducted trend analyses on the \( R^2 \) values across the reaching trajectory for each background condition. These analyses indicated that for each background condition a third-order polynomial could be fit to the data (NVB: \( F(1, 13) = 67.32, p < 0.001 \); PVB: \( F(1, 13) = 68.03, p < 0.001 \); MVB: \( F(1, 13) = 147.70, p < 0.001 \); DVB: \( F(1, 13) = 68.92, p < 0.001 \) (see Fig. 5, bottom panel; also see Table 1 for the third-order polynomial equations). Visual inspection of these polynomials indicated a divergence between the NVB, DVB and the PVB, MVB conditions between 50% to 60% of the reaching trajectory.

DISCUSSION
A series of recent studies have demonstrated that framing a target within a visual background enhances the accuracy and consistency of memory-guided reaches (Barry et al., 1997; Carrozzo et al., 2002; Krigolson and Heath, 2004; Lemay et al., 2004; Obhi and Goodale, 2005; Sheth and Shimojo, 2004). The goal of the present research was to determine whether the proximity between a target and visual landmarks influences the effectiveness by which allocentric cues can be used to enhance reaching performance.

The impact of increasing memory delays
In spite of Elliott and Madelana’s (1987) assertion that a highly accurate representation of the reaching environment is available for delay periods of up to two seconds, a growing body of evidence suggests that memory representations begin to degrade immediately following visual occlusion (Binsted et al., 2006; Heath and Westwood, 2003; Heath et al., 2004a; Westwood et al., 2000, 2001, 2003). As such, increased visual delays of target information in advance of a reaching movement typically results in an increase in endpoint error and/or variability (see Heath, 2005). The results of the present study are consistent with this prediction as we found that constant error in the primary movement direction increased between the open-loop and memory-guided conditions. Our results for movement time and peak velocity demonstrated that OL reaches had shorter movement times and larger peak velocities than D0, D1000 and D2000 reaches. Importantly, these data rule out the possibility of a speed-accuracy trade-off (cf. Fitts, 1954) explanation for the observed increase in endpoint error. Instead, our results support the hypothesis that
memory-guided reaches are less accurate and more variable than open-loop reaches due to a decay of the movement representation used to plan and control the reaching movement (Westwood et al., 2001, 2003). Note that the trend in endpoint error was not apparent in the secondary movement direction, a result in line with other studies which have not found increased directional error with increasing memory delays (Krigolson and Heath, 2004).

The effect of visual background proximity

In the present study the availability of a visual background resulted in reduced endpoint variability in the PVB and MVB conditions relative to the NVB condition. Importantly, this result suggests that participants were able to make comparisons between the proximal and medial visual backgrounds to stabilise the remembered target location (cf. Krigolson and Heath, 2004). Interestingly, however, we found that endpoint variability was not reduced in the DVB relative to the NVB condition. Taken together, these results indicate that although allocentric comparisons between a remembered target and a visual background can reduce endpoint variability, the effectiveness of these comparisons is reduced with increased displacement between the visual background and the remembered target. In line with our results, Keller et al. (2005) demonstrated that the effectiveness of allocentric visual comparisons is reduced with displacement using a line bisection task. Specifically, Keller et al. found that participants were more accurate when making proximal as opposed to distal line bisections; a task thought to rely on allocentric visual comparisons. From their results, Keller and colleagues concluded that displacement changes perception within an allocentric reference frame and, as such, actions performed within this frame would suffer reduced accuracy with increasing displacement. It is worth noting that the results of the present study indicated that the availability of a visual background did not improve accuracy, a result contrary to a previous finding (Krigolson and Heath, 2004). One possible reason the visual background did not facilitate reaching accuracy in the present study may stem from the small number of trials employed in each experimental condition. Indeed, the natural variability associated with a small number of trials may have masked visual background effects on movement accuracy.

In spite of this, the reduction in endpoint variability in the PVB and MVB conditions suggests that the availability of a visual background helped to stabilise a remembered target location. Interestingly, allocentric visual background-remembered target comparisons reduced endpoint variability in MVB as compared to DVB, but not when comparing PVB to MVB. More research is needed to specifically ascertain why this relationship is non-linear; at this point we can only speculate that this relationship is similar to other non-linear decay patterns (i.e. the memory representation used to guide reaches to a remembered target appears to decay in a non-linear fashion: Binsted et al., 2006; Keele, 1968; Woodworth, 1899).

How does the availability of a visual background improve reaching consistency? When a reaching movement is made to a remembered target not framed within a vi-
Visual landmarks impacts

Visual background, movement planning and online control mechanisms are primarily dependent upon egocentric comparisons between the remembered target location and the movement effector (Beggs and Howarth, 1972; Carlton, 1979, 1981; Crossman and Goodeve, 1983; Keele, 1981; McIntyre et al., 1997, 1998). However, when a visual background is available it is also possible to make allocentric comparisons between the remembered target location and the background landmarks to improve the estimate of the remembered target location (cf. Krigolson and Heath, 2004; Obhi and Goodale, 2005). Together, previous research (e.g. Krigolson and Heath, 2004) combined with the results of the present study suggest that egocentric and allocentric visual information can be integrated to reduce endpoint variability.

Seminal work by Goodale and Milner (1992) proposed that there were separate visual pathways for action and perception — the dorsal and ventral visual streams. Typically, the processing of egocentric visual information is associated with the dorsal stream whereas the processing of allocentric visual information is associated with the ventral stream. As such, the results of the present study are counter to a strict interpretation of the action-perception model. However, recent research examining the action-perception model suggests that interactions occur between the two visual streams (cf. Goodale and Westwood, 2004). Indeed, a growing body of evidence examining the impact of visual backgrounds (Conti and Beaubaton, 1980; Krigolson and Heath, 2004; Obhi and Goodale, 2005; Toni et al., 1996; Velay and Beaubaton, 1986) and visual illusions (Carrozzo et al., 2002; Gentilucci et al., 1996; Gentilucci and Negrotti, 1994; Heath et al., 2004b; Heath et al., 2006; Hu and Goodale, 2000) strongly suggests that information from both the dorsal and ventral visual streams can be integrated to facilitate reaching accuracy and/or consistency.

What mechanism underlies allocentric visual background-remembered target comparisons? One potential explanation is that the availability of a visual background provides visual motion cues that allow a participant to make online amendments to reaching movements in response to ego-motion. In other words, a visual background may provide a visual motion cue that allow the participants to update a reaching trajectory in response to head and/or eye movements. In a series of experiments Whitney et al. (2003) found that movement endpoints of rapid reaching movements were biased in parallel to the motion of a distant moving background. Interestingly, this result suggests that motion signals derived from head and eye movements can be utilised to update a target location. As such, the results of the present study suggest that a visual background sufficiently close to a remembered target location can be used as a visual motion cue to correct for movement error bought about by ego-motion.

An alternative mechanism that explains the results of the present study relates to the spatial frequency provided by the visual background. Specifically, if one considers the visual background in terms of spatial frequency (i.e. the PVB has a higher spatial frequency than the DVB), it seems plausible that that higher spatial frequencies would afford more precise landmarks for comparison purposes. As such, aiming movements to a target framed within a high spatial frequency
background would be less variable than reaches made to targets presented within a low spatial frequency background, a proposal consistent with the results of the present study.

Our results suggest that the allocentric visual background — remembered target comparisons primarily influenced the effectiveness of online, feedback-based control processes. Specifically, our analysis of the proportion of endpoint variance explained by limb position indicated that from 75% to 85% of the reaching trajectory PVB and MVB reaches had lower $R^2$ values than DVB and NVB reaches (see Fig. 4). Recall that in this type of analysis lower $R^2$ values are associated with increased online control (for more detail on the theoretical reasoning behind this analysis technique see Heath et al., 2004a; see also Heath, 2005). Thus, the results of the present study suggest that from somewhere between 70% and 75% to 85% of the reaching trajectory participants were engaged in greater online movement corrections in the PVB and NVB relative to the DVB and NVB conditions. Notably, this result parallels earlier work showing that $R^2$ values were lower at peak deceleration on trials when a visual background was available (Krigolson and Heath, 2004). Furthermore, the reduced $R^2$ phase of the reaching trajectory (75%) occurred significantly after peak velocity (which occurred on average at 55% of the reaching trajectory), a timeframe consistent with previous accounts of when online control occurs during goal directed reaching movements (Chua and Elliott, 1993; Elliott et al., 1991).

Although the results of the present study suggest that the availability of a visual background facilitates online control processes, one cannot rule out the possibility that the availability of a visual background assists movement planning. For example, Obhi and Goodale (2005) recently reported that allocentric visual information can be used to facilitate movement planning processes. In their experiment, Obhi and Goodale had participants perform memory-guided reaching movements to targets framed within a visual background that was removed coincident with movement onset. Obhi and Goodale’s results indicated that accuracy was enhanced by the availability of a visual background during movement planning, a result suggesting that allocentric visual comparisons may assist in estimating target location. However, as mentioned previously, our results (i.e. the regression analysis employed in the present experiment) strongly suggest that allocentric comparisons facilitate the online control of memory-guided reaching movements. Indeed, we did not find conditional differences (PVB, MVB versus DVB, NVB) in the $R^2$ analysis at earlier points in the reaching trajectory (i.e. 25% and/or 50%) indicating that in the present experiment the visual background did not facilitate movement planning. Instead, we only found differences between the background conditions late in the reaching trajectory (75%), a result suggesting that the availability of a visual background facilitated online control processes (Binstead and Heath, 2004; Elliott et al., 1999; Heath, 2005; Heath et al., 2004b; Krigolson and Heath, 2004). One possible reconciliation of these findings is that allocentric visual comparisons may be taken advantage of whenever possible. In other words, if allocentric comparisons are only
possible at movement planning then this is when the information is utilised. Conversely, if allocentric comparisons can be made during a reaching movement then the motor system will take advantage of this information to enhance online control processes.

CONCLUSIONS

The results of the present study suggest allocentric comparisons between a remembered target and a visual background can be used to stabilise target location and reduce endpoint variability via the evocation of limb adjustments late in the reaching trajectory. Further, the present results show that increased displacement between structured visual context and veridical target location diminishes the extent allocentric cues are used to guide reaching performance. Finally, the results of the present study combined with other research (i.e. Obhi and Goodale, 2005) suggest that both egocentric and allocentric visual information can be utilised to facilitate reaching accuracy/consistency, a finding counter to a strict interpretation of the action-perception model.

NOTES

1. In previous work (i.e. Krigolson and Heath, 2006) where we did use eye tracking equipment we found that participants strictly adhered to the instruction to maintain their eyes on the target location. As such, we did not feel that it was necessary to record eye movements in the present experiment.

2. It is worth noting that the filtering process may have biased our estimate of movement onset, resulting in longer or shorter movement times that what are reported here. However, we feel that these differences would be similar across all experimental conditions.
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